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•  Which	part	of	the	code	can	be	safely	parallelized?	
•  How	to	detect	and	avoid	data	races?	
•  How	to	detect	and	avoid	memory	leaks?	
•  How	can	tools	be	used	to	get	suggesAons	on	variable	scope	and	OpenMP	compiler	direcAves?	
•  How	to	detect	top	Ame-consuming	loops?	
•  How	to	detect	and	remove	false	sharing?	
•  Ensuring	desirable	process	and	thread	affinity	
•  Using	Nested	OpenMP	

QuesNons	and	Challenges	

•  False	sharing	occurs	when	threads	on	different	processors	anempt	to	modify	variables	that	reside	on	
the	same	cache	line.	

•  It	causes	performance	degradaAon	due	to	coherence	issues	and	should	be	avoided.	
•  Intel	VTune	Amplifier	 is	a	performance	analysis	 tool	 that	helps	 to	analyze	 the	algorithm	and	 idenAfy	

where	and	how	applicaAons	can	benefit	from	available	hardware	resources.	
•  To	detect	false	sharing	using	VTune	Amplifier,	we	wrote	a	code	that	causes	false	sharing,	detected	the	

problem	and	 then	 resolved	 it	using	padding.	We	also	noted	 that	 some	compiler	opAmizaAon	choices	
remove	false	sharing.	

	

							Before	False	Sharing	Removal																																				ARer	false	Sharing	Removal														

	
	
	
	
	
	
	
	
	

Abstract	

•  Thread affinity binds each process or thread to run on a specific subset of processors, to take 
advantage of memory locality. 	

•  Improper process/thread affinity could slow down code performance significantly.	
	

	

Using	the	OMP_PROC_BIND	environment	variable	
	
	
	
	
	
	
	
	
	
	
	

Process	and	Thread	Affinity	

In	 order	 to	 achieve	 good	 performance	 in	 OpenMP	 codes,	 it	 is	 important	 to	 use	 advanced	 OpenMP	
concepts	like	process	and	thread	affinity	and	nested	OpenMP.	It	is	equally	crucial	to	avoid	false	sharing	and	
over-subscripAon.	We	have	explored	how	 tools	 can	be	used	 to	 facilitate	 the	process	of	 tuning	OpenMP	
codes	as	well	as	worked	on	thread	and	process	affinity	and	nested	OpenMP.	Future	work	 involves	using	
nested	OpenMP	to	speed	up	full	applicaAons.		

Conclusions	

NERSC’s	next	generaAon	supercomputer	systems,	e.g.,	Cori	Phase	2	with	KNL	 (Intel	Knights	Landing)	
architecture,	have	a	large	number	of	cores	per	node,	so,	it	is	important	to	consider	advanced	OpenMP	
concepts	in	order	to	achieve	opAmal	performance	on	such	systems.	
	
In	 this	project,	we	have	wrinen	and	 implemented	code	 snippets	and	used	 them	to	 test	a	 variety	of	
tools	 for	 improving	 OpenMP	 performance	 and	 detailed	 their	 usage	 on	 various	 NERSC	 systems	
including	KNL.	We	have	explored	 the	detecAon	of	 issues	 such	 as	 false	 sharing	 and	data	 races	using	
tools	 and	 how	 they	 can	 be	 resolved.	 We	 have	 also	 explored	 advanced	 OpenMP	 concepts	 such	 as	
process	and	thread	affinity	and	nested	OpenMP.	

Improving	Performance	of	Sample	Codes	using	Tools	

IdenAfy	Top	Time	
Consuming	Loops	
using	Survey	Report	

Insert	AnnotaAons	for	
Parallel	Regions	and	
Recompile	Code	

Based	on	the	
Suitability	Report,		
Modify	the	Code	by	
Parallelizing	the	Loop	

Use	Suitability	Report	
to	Predict	the	Speed-
up	of	the	ApplicaAon	
based	on	AnnotaAons	

Check	Dependencies	
to	Remove	Data	
Sharing	Problems	

Fork	and	Join	Model																																						When	to	use	Nested	OpenMP	
	
	
	
	
	
	
  
                             Thread Affinity for Nested OpenMP 
 
 
 
 
 
 
 
 
 
 
 

Nested	OpenMP	

OMP_NUM_THREADS=4,3	
OMP_PROC_BIND=spread,close	 OMP_PROC_BIND=spread,spread	

Level	 2	 threads	
in	 same	 team	
bind	to	threads	
on	same	core	

Level	 2	 threads	
in	 same	 team	
evenly	 spread	
on	 threads	 on	
different	cores	

Scoping	the	loop	

Resolve	unresolved	
Variables	
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#	of	threads	

Advisor	EsNmate	and	Actual	Wall	Clock	Time	

EsAmated	Ame	

Actual	Time	

•  Intel	Advisor	helps	to	ensure	that	Fortran,	C	and	C++	applicaAons	take	full	performance	advantage	
of	today's	processors.	

•  Threading	Advisor	is	a	threading	design	and	prototyping	tool	that	helps	to	analyze,	design,	tune,	
and	check	threading	design	opAons	without	disrupAng	normal	development.	

Threading	Design	using	Intel	Advisor	

Comparison	 between	 Advisor	 esAmated	 and	 measured	
wall	 clock	 Ames.	 The	 %	 variaAon	 range	 is	 3-15%	 and	
increases	with	increasing	numbers	of	threads.	

Parallelizing	Codes	using	Cray	Reveal	

Threading	and	Memory	Error	DetecNon	using	Intel	Inspector	

•  Reveal	is	a	tool	developed	by	Cray	that	is	part	of	the	Cray	PerCools	soCware	package.	
•  Helps	to	idenAfy	top	Ame-consuming	loops,	dependencies	and	vectorizaAon.	
•  Loop	 scope	 analysis	 provides	 variable	 scope	 and	 compiler	 direcAve	 suggesAons	 for	 inserAng	
OpenMP.		

•  Intel	 Inspector	 is	 a	dynamic	memory	and	 threading	error	 checking	 tool	 for	users	developing	 serial	
and	mulAthreaded	applicaAons.	

	

											Example	for	DetecNng	Data	Race																																			Example	for	DetecNng	Memory	Problems	

Threading	Design	using	Intel	Advisor	

Improving	Performance	of	Sample	Codes	using	Tools	
(conNnued)	

This	line	causes	
false	sharing	

To	achieve	more	fine-grained	thread	parallelism:	
•  When	 the	 top	 level	 OpenMP	 loop	 does	 not	 use	 all	

available	threads	
•  When	mulAple	levels	of	OpenMP	loops	are	not	easily	

collapsed		
•  For	certain	computaAon	intensive	kernels	
•  For	mulA-threaded	MKL	(Intel	Math	Kernel	Library)	


